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Large Message

1
Communication Model: @ + N [, [ = ~

* The second term dominates — we want to minimize the second
ferm

* We want to utilize the bandwidth as much as possible



General principles

Ring algorithm has the following advantages
* Fully utilize the bandwidth (bandwidth optimal)

* mplementation for arbitrary numlbers of node



Allgather
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Cost of bucket Allgather

(p—1) \0{+pﬁ/ \

COSt per steps

(p—z}eﬁp;nﬂ

number of steps




Reduce-scatter

Before
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Cost
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Scatter: Can Ring Be Bettere

Nofice: Scatter as mplemented before using MST was optfimal in
Bandwidth as well (How to Prove<)

Before After




Gather

Nofice: Gather as implemented before using MST was optimal in
bandwidth as well (how to prove?)

Before After




Using the bullding blocks



Broadcast (Large Message)




Broadcast (Large Message)
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Broadcast (Large Message)
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Cost of scatter/allgather broadcast

® Assumption: power of two humlber of nodes

p—1
scatter log (p )ﬁﬁ_ D nﬁL
—
allgather (p— e+ P n—
P

(log(p)+p— 1) 21’;1 np




Cost of scatter/allgather broadcast

® Assumption: power of two humlber of nodes

p—1
scatter log (p )ﬁﬁ_ D nﬁL
allgather (119—])7z9ﬁ+p_1n7§L
P
| ’7p_1
(log(p)+p—1)a+= #p

P
Vs. MST broadcast: UOg( pﬂ (a+n,ﬁ)




Reduce(-to-one) (Large Message)




Reduce (long vector)

Reduce scatter | | | I | | | | |




Combine-to-one (long vector)
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Cost of Reduce-scatter/Gather Reduce(-to-one)

* Assumption: power of two number of nhodes

Reduce-scatter (p—])ﬁp_]nﬁ+p_]n%
P P

— ]
gather log(p)e—+ P s
%

— ] — ]
(log(p)+p—1) - 2pp 75 pp ny




Cost of Reduce-scatter/Gather Reduce(-to-one)

* Assumption: power of two number of nhodes

Reduce-scatter (p—])ﬁp_]nﬁ+p_]n%
% P

— ]
gather log(p)e—+ P s
P

— ] — ]
(log(p)+p—1) - 2pp 75 pp ny

Vs. MST reduce: rlog(p)w (Ol T n,b’-l- n7/)




Allreduce (Large Message)




Allreduce (Large Message)

Reduce-scatrer | | | I | | | | |




Allreduce
(long vector)
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Cost of Reduce-scatter/Allgather Allreduce

® Assumption: power of two humlber of nodes

— ] — ]
Reduce-scatte p — 1+ pp 7‘179‘4' pp ny—

— /
Allgather (p— 1)e—+ P o
%

2(p—1) e~ 2p_1n76 : p—ln%
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Cost of Reduce-scatter/Allgather Allreduce

* Assumption: power of two number of nodes

— [ — [
Reduce-scatter ( p—1 )ﬁf—'l' E I‘lﬂ—-l- P 1y —

P P
p—1
Allgather ( P — [ )—6( + I‘lﬂ*
P
2(p—1) e~ 2p_1n76 : p—ln%
P P

Vs. Reduce-broadcast
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Recap

Reduce-scatter
(p—z}ﬁ%fﬁew
Reduce(-to-one)

Scatter
log(pmp?‘]nﬂ
Allreduce

Gather

p—1
log(p)—a—+7nﬂ
Broadcast

Allgather

(p- z}wr%zﬁ



Recap

Reduce-scatter
(p—zmpp%]mew
Reduce(-to-one)
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Scatter
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Allreduce

Gather
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Recap

Reduce-scatter
(p—zmﬁ%]mew

Scatter
log(pmp?‘]nﬂ

Gather

—1
log(pfor+=~np

Allgather

(p- z}wpp%]nﬁ

Reduce(-to-one)

—/
(p—1+log(p)) e+ pp 2B + 7)

Allreduce

—/
2(p—1)e+ pp 2B+ y)

Broadcast

,D—1
(log(p)+p—1)a—+=Z > 1




Recap

Reduce-scatter
(p—zmpp%]mew

Scatter
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Gather
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Recap

Reduce-scatter
(p—z}ﬁ%fﬁew
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log(pmp?‘]nﬂ

Gather
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A More Complicate Case

® Real Cluster to tfrain ChatGPT:
* |f using GPU: 2D Mesh
* [f using TPU: 3D Mesh, see figure below

GPUO GPUS8

GPUA4 ‘ GPU 12
.

S J-*"
A

Pipeline Parallel

IIeIed e1eQ OYoZ

GPU 20




Summary and Question

* MST -> when alpha dominates
®* Ring -> when n*beta dominates

* 2D can be composed using 1D, 3D can be composed using 2D,

* Latency / Bandwidth trade-offs



Recap

* QI1: Which collective primitive maps to the distributed SGD
gradient synchronization step@

* Q2: How many messages do we need to transfer over the network
for a single iteration of GPT-3 SGD update assuming 8-gpu
oarallelisme

* Q3: For Q2, assuming 1D mesh, should we use MST or Ringe



Collective Pros

®* A set of structured / well-defined communication primitives
* Extremely well-optimized
®* Beautitul math, easy to analyze, and easy to understand its

performance



Collective Cons

* Lack of Fault Tolerance
* What if one node (in the ring) Is deade
® Requires Homogeneity
* What if one node computes slower than all other nodese
* What if one link has lower bandwidth than the other node®e

Real Cluster:
* Need Fault tolerance
* Heterogeneous hardware setup



Where we are

Motivations, Economics, Ecosystemes,

Trends
Skip this
Networking Storage Compute
Detacenter  Colective Distiouted) Fle  Cloud storage Distriouted - Big data

Aehworking  cormunication  systems / Database Computing  processing



But Some Basic Knowledge Check

* What is a Database

®* Have you heard these termse
* HashTable
* SSTable and LSM-Trees
®* Blreev?

* Optional readings will cover this — highly recommend to read
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But Some Important Concepts

® OLTP v.s. OLAP
* Data warehousing

®* Schemas for Analytics
* Column-oriented storage

® Data cubes and materialized views
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CRUD

I'm a Database Developer,
all what 1 do is

CREATE\\‘

iy

\ A

-| new 1item

item

item

DELETE

UPDATE
{ item 4 }
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Database transactions

* Make sale

®* Place an order

* Pay an employee’s salary

* Comment a blog post

* AcCtin games

* Add/remove confract to an address book

Online tfransaction processing (OLTP)
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Walmart Beer and Diaper (1988)

* Unexpected correlation:
® Sales of digpers and
beer

Forbes 1988

https: / /www.forbes.com /forbes/1998 /0406 /6107 128a.html2sh=2574a9316260



/8

Data analytics

* What was the total revenue of each of our stores in Jane

* How many more bananas than usual did we sell during our
latest datae

* Which brand of baby food is most often purchased together
with brand X diapers?

Online analytic processing (OLAP)
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OLTP v.s. OLAP

Main read pattern

Transaction processing systems (OLTP)

Small number of records per query, fetched by key

Analytic systems (OLAP)
Agqgregate over large number of records
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OLTP v.s. OLAP

Main read pattern
Main write pattern
Primarily used by
What data represents

Dataset size

Transaction processing systems (OLTP)
Small number of records per query, fetched by key

Random-access, low-latency writes from user input
End user/customer, via web application

Latest state of data (current point in time)
Gigabytes to terabytes

Analytic systems (OLAP)
Agqgregate over large number of records

Bulk import (ETL) or event stream

Internal analyst, for decision support
History of events that happened over time
Terabytes to petabytes
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Today's topic

® OLTP v.s. OLAP

* Dafta warehousing

®* Schemas for Analytics

* Column-oriented storage
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Transaction systems are complex.

Elon Musk &
@elonmusk

,f.a}
11

LY

Just leaving Twitter HQ code review

1:28 AM - Nov 19, 2022 - Twitter for iPhone

Elon Musk's Twitter System Design Diagram Explained
https:/ /www.youtube.com/watchev=_Y5aGCOkymQ



Transaction systems need to be highly available.

Twitter Architecture | ...

2012
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* | ow latency.
* Highly available.
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| Twitter Architecture 2022
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® Ad hoc analytic queries are eXPENSIVE, 1 ier com/alexxubyte /status/1 594008281 340530688


https://twitter.com/alexxubyte/status/1594008281340530688
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Data warehouse

* A separate database that analysts can query to their hearts’
content, without affecting OLTP operations.

* Maintain a read-only copy for analyfic purposes.
* Only exist In almost all large enterprises.
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Small companies?

/‘ |EVE|5.fVi Q. Search by Company, Title, or City For Employers Sign Up Sign In

fol Salaries - = ’E‘J:I Services ~ Q} Community

I'B About Us

Get Paid, Not Played!
Services to level up your career

+527k Salary Negotiation > D Resume Review > "i:') Interview Prep >

Software Engineer Product Manager Product Designer Software Engineering Manager Management Consultant Moare >

Software Engineer Salaries

© Now @ Promoted © 7 minutes ago © 7 minutes ago © 3 minutes ago

P R

i ‘:' HighTouch Amazon Intel Plaid

1

' +Add Your Salary | $170k - $240k $216,900 $103,930 $465,000

: : %7 Apply Now Q Seattle, WA @ Chandler, AZ @ San Francisco
'

Software Engineer Levels @

a Amazon & Google I Microsoft ) Facebook & Apple More +

¥ | Qualcomm X | Intuit

Associate Engineer

Software Engineer 1

Engineer

Senior Engineer Software Engineer 2

© 10 minutes ago
Microsoft
$127,500
@ Redmaond, WA

View ALl >

JC How Levels.fyi scaled to millions of

& users with Google Sheets as a
backend

Engineer Our philosophy to scaling is simple, avoid premature optimization

https:/ /www.levels.fyi/blog /scaling-to-millions-with-google-sheets.html
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Extract-Transform-Load (ETL)

* Extract E
* Periodica data dump )
* Continuous stfreaming E
* Transform ;é

* Analysis-friendly schema
* Datfa cleaning
* Lload intfo a data warehouseg

OLAP syst

O O Warehouse Truck
1+ Customer i
A A, worker driver
L l
Ecommerce site Stock-keeping app Vehicle route planner
Sales . Inventory Geo
DB - ' DB DB
extract \ Z;ct ‘/ extract
f transform I transform transform j
' load / load '
B | — |
usiness . query
analyst i ' 4 Data warehouse
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Why data warehouse®e

* Separation of concerns
* Performance (reliabllity, latency)
® Experfise requirement, management

®* The classic iIndexes (e.qg., SSTable, B-free) are good for reading
and writing a single record.

®* But are not good at answering analytfic queries.
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How do you Inferact with OLAP & OLTP

* SQL guery interface
* Select * from

* YA database system can be considered mature when it has
an SQL query interface”.

* Both OLAP and OLTP
* OLAP:
* More and more codeless user inferfaces.
* Text2SQL
®* Nofte: This is a big market of innovations



Sumary

OLAP

Analytical
Show queries
Denormalised
Historical Data

BUSINESS DATA
WAREHOUSE




More Storiese

T TRIFACTA Straamii

400M 800M / ~30 persons

X

~ o

databricks el
100B 33B

snowflake’




Where We Are

Motivations, Economics, Ecosystemes,

Trends
Networking Storage Part3: Compute
Detacenter  Colective Distiouted) Fle  Cloud storage Distriouted - Big data

Aehworking  cormunication  systems / Database Computing  processing



Where We Are

Machine Learning Systems

Big Data 2010 - Now

Cloud 2000 - 2016

Foundations of Data Systems 1980 - 2000



Distributed Computing and Big Dato

* Parallelism Basics
* Data Replication and partifioning
®* Batched Processing

* Streaming Processing
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Today's topic: Parallelism

® Express data processing in abstraction
* Parallelisms



Parallel Data Processing

Central Issue: Workload takes too long for one processor!

Basic Idea: Split up workload across processors and perhaps
also across machines/workers (aka “Divide and Conqguer”)

Remind you of PA] split/ merge -
hope youve
enjoyed If) -
split / merge split / merge

Compute Compute Compute Compute
Subproblem Subproblem Subproblem Subproblem

https://medium.com/cracking-the-data-science-interview/divide-and-conquer-algorithms-b 135681d08fc

95



Data Processing: Abstraction

~ u ~_
Ornginal data Processing Result dato
functions . data
*  SUM, Mean ML models
Page rank
Supervised Leaming
Clustenng

Model inference

Q: How to represent various processing functionse



How to Express Arbifrarily Complex Processing Functionse

Dataflow Graph: common in parallel data processing
* A directed graph representation of a program
* Vertices: abstract operations from a restricted set of computational
orimifives:
®* Edges: dafa flowing directions (hence data dependency)
* Examples
* Relational dataflows: RDBMS, Pandas, Modin
* Matrix/tensor dataflows: NumPy, PyTorch, TensorFlow
®* Enables us to reason about data-intensive programs at a higher level
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Example: Relational Dataflow Graph

\_ )  setunion O selection
() set intersection Tc projection 7T (O. ( R) U S Dq T)
set difference N join
X cartesian product % set division O pe rato rS
Intermediate data = ire?g’:i g;](;elnded
/ algebra

Aka Logical Query Plan in the DB systems world
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Example: Machine Learning Dataflow Graph

ReLU(W X + b)

(_ReLU )
Infermediate dato \
“Add Operators
/ From fensor algebra
é

Input dato @5’ b

Aka Neural network computational graph in ML systems




What is ChatGPT's dataflow graph Looking likee




Parallelism

Central Issue: Workload takes too long for one processor!

Basic Idea: Split up workload across processors and perhaps
also across machines/workers (aka “Divide and Conqguer”)

Key parallelism paradigms in data systems
« assuming there will be coordination:

data

func Shared Replicated Partitioned
Data

Replicated N/A (rare cases) sarallelism
Hybrid

Partitioned Task parallelism oarallelism

101
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